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Abstract

The Problem. A number of practical questions or concerns are frequently expressed about driving simulators. For example,
what can you use a driving simulator for? What are the advantages and disadvantages of using a simulator? Probably the

| most important question though is whether driver behavior in a simulator mimics that which is exhibited while driving in
the real world. These and other epistemclogical questions are discussed. Role of Driving Simulators. The first driving simula-

| tor research paper appeared in 1934. Since then, driving simulators have evolved into a flexible means to measure a variety
of variables while drivers drive in a wide range of traffic environments. Empirically, driving simulation allows researchers to
exert control over confounding variables that are common in actual driving. Testing of drivers in crash-likely conditions is also
possible, which for ethical reasons cannot be done ixi the real world. Uses of driving simulators for research are discussed. Key
Results of Driving Simulator Studies. Some have claimed that driving simulator research has not contributed to the progres-
sion of knowledge about driving performance, behavior, or safety. An inspection of the chapters in this handbook attests to

| the scope and scale of contributions. Further, the corpus of research using simulation has been constant and is now increas-
ing. Areas of contributions are analyzed. Scenarios and Dependent Variables. The selection of scenarios that address certain
research questions is dependent on the joint capability of a simulator and research team, which often evolves with experience.
A list of common dependent variables is provided. Platform Specificity and Equipment Limitations. A realistic appraisal of a
simulator’s capabilities in light of the results produced is required, including limitations therein.

—

. What are the origins of driving simulation?
2. What can a driving simulator be used for?

5.1 Introduction

A number of commonly and not so commonly asked ques- 3. What advantages and disadvantages are there in using a
tions about driving simulators are here addressed. Some of the driving simulator?
questions are relatively easy to answer, whereas others do not 4. Where are driving simulators that are used for research
Decessarily have an answer, Qther questions are long-standing located throughout the world?
criticisms of driving simulation {e.g., Dingus et al., 2006; Evans, 5. When using driving simulators, what special consider-
2004) while others have yet been overlooked. The answers, in ations should be discussed when applying to an ethics com-
S0me cases, are a list of pointers to others who have addressed mittee or institutional review board (IRB)?

| the criticism or have a solution. Specifically, the following ques- 6. What dependent variables can be collected using a driving
tions are addressed: simulator?
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7. How do you map the necessary realism or fidelity of a
driving simulator to the specific research questions?
8. To what degree are the results from a simulator similar to
those measured in the real world?
9. How well do the results from simulator, on-road and more
basic laboratory studies correspond with one another?
10. Whatare common threats to internal and external validity?
11. Is there evidence that driving simulators have contributed
to the advancement of knowledge since the 1970s?
12. Based on the progress of software, hardware and projection
capabilities, where will the future of driving simulation lead?

The first questions deal with historical information, the practi-
cal uses of driving simulators and the prevalence of simulators
today. The remaining questions, which parallel the progression
of research activities in a study, focus on critical issues, concerns
and threats in using simulators in scientific endeavors. While
simulators carry tremendous flexibility and potential utility, we
believe that it is important that all users of simulators be cogni-
zant of the inherent issues and limitations.

5.2 The Twelve Questions

1) What are the origins of driving simulation?

Driving simulators have been used to explore aspects of driving
since the 1960s (see this book, chap. 2 by Allen, Rosenthal, & Cook,
“A Short History of Driving Simulation”). While this epoch repre-
sents the period in which they became more prevalent, the origin
of the concept of driving simulation dates much further back. For
many years, the static simulator, shown in Figure 5.1, developed
by De Silva (1936) was considered one of the potential originators
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of driving simulation. For instance, Gibson and Crooks (1938)
cite De Silva’s 1935 research at the State College of Massachusetts
in their seminal paper on a theory of driving.

The first author {JKC), while engaged in a game of scholarship,
tracked an even earlier reference to driving simulation. This was
the result of a challenge issued by Hancock & Sheridan (authors
of “The Future of Driving Simulation” this book, chap, 4) some 20
years ago to find the original or first citation pertaining to driv-
ing simulation. (It is worth mentioning to the current generation
of would-be scholars that library stacks are not searchable like
e-journals, at least not until all known publications are scanned
and accessible.) The reference for perhaps the first driving simu-
lator is shown in Figure 5.2. This 75 year-old citation has not been
shown for a number of generations until now.

Miles and Vincent built an apparatus to create the illusion of
driving circa 1934. The purpose of the driving apparatus was to
develop compulsory tests for drivers to combat the public indig-
nation about the high rates of road traffic deaths and injuries
The specifics of the device are as follows:

An apparatus has been constructed at the Institute [UK/]
which gives a very strong illusion of actual driving, in which
the conditions can be kept absolutely constant, and which
keeps a printed record of the track and speed of the driver.
'The subject sits in a dummy car, with the usual controls
and ‘drives’ (see [the figure; here Figure 5.2}]). The illusion
of movement is given by a moving picture on the projector
mounted on the chassis of the dummy car. The motor driving
the projector is mounted on the chassis of the dummy car, and
the vibration it causes varies with the apparent speed, adding
greatly to the illusion. 'The driver can go where he [or she]

FIGURE 5.1
static scene.

An early device that resembled a driving simulator appeared in the journal The Human Factor in 1936 {De Silva). The mural was a
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FIGURE 5.2 The earliest citation of a system that resembled simulated driving appeared in the journal The Human Factor in 1934 (Miles &
Wincent). This journal was published in the U.K. for about 10 years during the 1920s and 1930s. The bottom arrow points to a set of minijature
imodels that were projected by a device (top arrow) onto the screen before a driver.

likes—on the wrong side of the road, on the grass, into the
hedge—he can take any turning he likes or he can swing his
car around, if the road is wide enough, and go back the way he
came. Behind the screen is a miniature landscape with roads
an mch or so wide and trees and hedges on the same scale.
A projector passes over the roads of this model, throwing an
enlarged moving picture upon the screen. The observer sees
just the view he would get if he were actually driving his car
along the roadway. At the same time a pen is tracing out the
exact track on a plan. The track of the pen is a dotted line, the
dots being made at the raie of ten per second. It is thus possi-
ble to calculate the speed of any part of the track by measuring
the distance between the dots. The subject is first allowed ten
minutes to accustom himself to the ‘feel’ of the apparatus, and
then a number of track records are taken (Miles & Vincent,
1934, pp. 253255, brackets [inserted information]).

‘The presentation of miniature models continued to be used
for many years {cf,, see Allen, Rosenthal, & Cook, this book,
chap. 2; Blaauw, 1982; Sheridan, 1970; Wierwille & Fung, 1975).
In addition to predating De Silva’s device (Figure 5.1), Miles and
Vincent built a driving apparatus that was interactive. With De
Silva’s device in Figure 5.1, the imagination of the driver would
have been required to produce a sense of driving while view-
ing the static mural. Today we still tacitly ask our participants
to make belicve that they are driving even though they are not.
As an operational assumption, researchers generally accept that
drivers believe they are driving when using a simulator, although
this is open to considerable debate. '

" To place the “driving apparatuses” of Miles and Vincent and
De Silva into historical context, the Link flight simulator was
introduced in 1929 and put into extensive use during WWII as
8 means to train pilots to fly by instrumentation {(in Wikipedia,
search on <Flight Simulation>, and Web Figure 5.1). Interestingly,

simulator sickness was prevalent when using the Link trainer,
which is illustrated in 2 cartoon from 1942 (Web Figure 5.2).
Flying and driving are very different constellations of tasks. Pilots
are a highly specialized, homogenous group (e.g., Lee, 2005;
Tufano, 1997). There is no analog in driving for instrument flight
rules (IFR), where an aircraft is piloted using the instrument
panel alone (i.e., no visual information from outside the cockpit).
A large, heterogeneous population of drivers use complex visnal
information to control their vehicles, which was first theoretically
described by Gibson and Crooks (1938) and extended by Schiff
and Arnone (1995). As such, a mass-produced, easily accessible
vehicle made the need to train in a surrogate environment largely
irrelevant for economic, task and access reasons.

2) What can a driving simulator be used for?

Many researchers and practitioners have a general idea about
what a driving simulator can be used for. We compiled a com-
prehensive list of actual and possible uses of driving simulators:

» Perform research on traffic safety.

« Conduct a structured training curriculum.

» Assess training and education effectiveness.

o Assess those who are about to be licensed or require
re-licensing. '

» Evaluate vehicle designs.

« Test traffic control devices.

« Understand the effects of basic human limitations on driving,

+ Examine the sources and consequences of driver
impairments.

« Develop and evaluate new in-vehicle and co-operative
infrastructure technologies.

» Assess roadway geometries before they are built.

« Playagame.

o Develop the software and hardware skills of students and
technicians.
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= Determine the capability of the simulator technology.

+ Visualize crashes and crash contributors.

« Understand the effects of disease conditions and various
medications en driving.

» Demonstrate the advanced technology of a country, insti-
tution or corporation.

The details of each of these uses are more cornplicated than what
a simple list can convey and go beyond the desired scope of this
chapter. Fortunately, many of these topics are eloquently grouped
and described in other chapters in this Handbook (see Table of
Contents). However, one topic in particular is often overlooked;
namely, the last one on the list. Driving simulators are used for
public relations purposes. For instance, doing demonstrations, or
demos, is an activity that both of this chapter’s authors, along with
their colleagues and their students have done for many years for
the University of Calgary (and the University of Minnesota before
that) and the University of Illinais. I (JKC) have felt an obligation
to talk about the research that we do and why it is important to
society because we receive public funding, In fact, the mission of
those associated with the University of Calgary Driving Simulator
(UCDS) is to reduce traffic fatalities and injuries through the
creation and dissemination of basic and applied knowledge.
Dissemination of knowledge through peer-reviewed publications is
only one of many ways 1o teach researchers, allied professions, the
community, students, and drivers. In addition, many researchers
who get into simulation are unprepared for the demands placed on
them to perform activities that are seemingly unrelated to research.

Driving simulators naturally attract interest from people of all
ages. Collectively, we have given well over 100 formal demos over

TABLE 5.1 Advantages and Disadvantages of Driving Simulators

Handbook of Driving Simulation for Engineering, Medicine, and Psychology

the past eight years to: government officials, media, corporate heads,
engineers of all stripes, student organizations, high school classes,
class laboratories (e.g., Introduction to Human Factors), professional
organizations, conferences, donors, and other researchers and scien-
tists {including Nobel Laureates). Group size matters. For everyone
to be able to try the simulator and ask dozens of questions in about
an hour, a group of 8 to 12 people is ideal. Restricted laboratory space
made one visit from a group of 30 important persons into a circus.
Once a group comes, we try to teach our visitors something
about research, traffic safety and driving simulation before we let
them go for a drive. The message is often tuned to the level of the
andience, Aftera 5to 10 minute stide show about the research activ-
ity done with the UCDS, visitors take turns, if they would like to,
traveling through a demonstration drive that we developed for this
purpose. Most of the demonstration time is unstructured while
each visitor gets an opportunity to try out the simulator. While this
is going on, we try to answer all the questions that we get, which
come quickly once our visitors see and experience the possibili-
ties. Qur enthusiasm to do this public service, which is desired by
institutions but not rewarded or recognized, has waned somewhat
over the years. Saying no to requests, especially while studies are
underway, is more common. Contrary to conventional wisdom,
demonstrations have a low relationship to funding opportunities.

3) What advantages and disadvantages are
there in using a driving simulator?

A number of known advantages and disadvantages about driv-
ing simulators are shown in Table 5.1. Arguments marked
with an asterisk * are expanded or debated in greater depth in
Questions 5 and 11, respectively. Disadvantages marked with a ¢

Advantage

Disadvantage

+ *Has the capability to place drivers into crash likely situations without
harming them, such as when they are using drugs, fatigued, engaging in
police pursuits, during extreme weather, using new technologies, among
other dangerous activities.

+ Many confounding variables that occur in on-read driving can be
controlled when driving simulation is used (e.g., weather, traffic, lighting,
frequency of vulnerable road users, wind, potholes, proportion of vehicle
types, irrational or unexpected behavior of other drivers, and so forth),

» All of the sensory details of the real world are not used by drivers
anyway. Perceptual information (Gibson, 1986) for driving is knowable
and can be faithfully reproduced using simulators.

« Events or scenarios can be identically repeated for each participant.

+ Simulators offer cost savings through flexibie configurability so that a
wide range of research questions can be addressed (see Jamson, this
boek, chap. 12).

» Bven low-cost, low-fidelity simulators in the right hands can address a
wide variety of interesting research questions.

= Driving simulation is compelling and elicits emotional reactions from
drivers that are similar to those of actual driving.

= *Simulators are good at assessing driver performance or what a driver can

do (Evans, 2004).

A structured driver training curricula can be set up and run for new

drivers 2nd for some skills, transfers to the open road (see Pollatsek et al.,
this book, chap. 30)

« *Simulated crashes do not have the same consequences as a real crash
and may affect subsequent behavior. Crashes in a simulator may have an
unknown psychological impact on participants.

+ 'These confounding or interacting variables that occur in the real world
also need to be understood and, since they cannot be fully recreated in
simulators, are not necessarily amenable to testing (as yet). In other
words, understanding driver behavior is in the interacting details.

+ The real world can never be perfectly reproduced (for now). The
important combinations of real-world information and feedback that are
important to driving are not completely known.

» 3}Each exposure or trial affects responses to subsequent exposures.

» High-end simulators, such as NADs, require considerable hardware and
software development to address a limited number of research questions

» Low-cost simulators can be imprecise and inflexible and therefore do not
address all needs.

» Drivers do not believe in the authenticity of the simulation at a
fundamental level and responses are based on this perception.

» *Simulators are not able to address questions of driver behavior, which is
what a driver does do in thelr own vehicle (Evans, 2004).

+ The extent that the driver training transfers to on-road skills is not
known nor is the relative cost-effectiveness of such programs (see
Jamson, this book, chap. 12).
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i adds essed 1n Question 10, which deals with common threats
i internal and external validity. .
Tojustifyusinga simulator, researchers frequently mentmﬂ. tlfe
sJvantages of doing so over other methods such as naturalistic
;bsmvation, instrumented vehicles or laboratory studies. (And
the same is true of using other methods over driving simulation.)
Ofien the counterargument is overlocked, but in Table 5.1 the
advantages and contrasting views are paired together. The use of
“ydvantage” and “disadvantage” only loosely applies to the con-
ceptual comparisons. The intent of providing contrasting views is
1o encourage critical thought about driving simulators and alter-
nate methods. Even the most capable and proficient researchers
cannot offset all of the potential disadvantages in conducting
amulator research; however, we believe that all researchers and
users of simulators should af least be cognizant of these issues.
One obvious way to use Table 5.1 is to emphasize the disad-
vantages of driving simulation to justify pursing an alternative
research agenda such as naturalistic observation. Emphasizing
the disadvantages of a methodological approach and ignoring the
advantages (or vice versa) is a form of self-deception that may be
practiced because of the immense efforts required to build, oper-
ate and effectively use expensive and complex methods. However,
the abstract relationships among the advantages and disadvan-
tages and the subtleties of each statement require a much deeper
consideration that transcends simplistic scorecard thinking.

4) Wheze are driving simulators that are used
for research located throughout the world?

A partial list of research simulators throughout the world is kept
by INRETS (French National Institute for Transport and Safety
Research, http://www.inrets.fr/ur/sara/Pg_simus_e html). The
list of countries with research simulators includes Australia,
Canada, Prance, Germany, Japan, China, The Netherlands, New
Zealand, Poland, Spain, Sweden, the UK., and the U.S.

All things considered, checking out who has what can lead
to simulator envy. That being said, the hardware and software
used to create driving simulation is less than oné-half of the
capital necessary to create research “excellence and innovation”.
Researchers, students and technicians comprise the most impor-
tant mgredients of a successful simulation facility. Inspection of
representative publications from various facilities should mod-
erate initial impressions of various kinds of interesting driving
stmulators, The authors in this Handbook represent an obvious
starting place to establish who is known for what,

5) When using driving simulators, what
special considerations should be discussed
when applying to an ethics committee
or imstitutienal review board (IRB)?

To perform studies with human participants requires an ethics
certification. Each study, and substantive modification, requires
Interaction with an IRB or Ethics Commillee. A typical list of
1ssues that need to be addressed when an ethics application is
submitted includes: Informed consent, consent to use participant
Image, negative transfer, simulator sickness, parental consent (if
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needed), screening criteria, recruiting procedures, questionnaires,
experimental script or verbal protocol, payment, and debriefing,
Many of these considerations, including simulation sickness, are
discussed by ‘Trick and Caird, this book, chap. 26. However, nega-
tive transfer and use of participant images are not.

Negative transfer may occur after a driver has been exposed
to driving in a consequence-free environment {also one that may
not faithfully replicate real-world driving conditions). Following
the experiment, he or she may not be adequately (or fully) reca-
librated to real-world driving and may operate his or her vehicle
with the same disregard for consequences. At best, the importance
and impact of negative transfer from simulation is an empirical
question that remains unresolved. In aviation, pilots are required,
in some companies but not others, to wait 24 hours after using
a flight simulator before flying a plane. However, the empirical
basis for the rule, despite years of research, has not been found,

This topic is not often discussed in the context of simulation
research or IRB protocol. In general, it is advisable to err on
the side of caution and keep participants in the laboratory for a
period of time following their involvement in the simulator, fill-
ing out questionnaires or the like, in order to afford them a lon-
ger time to readjust to the real world. In some situations, it may
be advisable to provide transportation home for participants. -

The use of participant images for presentation purposes, once
a study is over, is an extension of informed consent procedures.
Images can include still pictures and videos of participants which
have been captured during the course of experimentation. Uses
of images at conferences include illustrating certain patterns of
performance or behavior such as crashes, facial reactions, and
interaction with nomadic devices. The principles of full disclo-
sure, choice and confidentiality apply. Practically, we have used
a second informed consent form that outlines and illustrates
how images will be used and treated confidentially. A partici-
pant may choose to be in a study and not have his or her image
used, Accidental dissemination of images by sharing presenta-
tion slides or videos should be avoided because control over the
images is no longer possible. Careful consideration of the illustra-
tive value of using a video clip or picture is also recommended.

6} What dependent variables can be
collected in a driving simulator?

A number of researchers convinced us of the importance of a handy
dependent variable list for driving simulation. Investigators should
have a good idea about the scope of variables that can be collected
and interpreted. A number of common questions arise about which
dependent variable can be measured and how to interpret each rela-
tive to past use. The selection of dependent variables occurs based
on prior use, simulation capability, researcher expertise, practical
and applied generalities, and theoretical considerations. More suc-
cinctly, the choice of dependent variables is made based on the ques-
tions being asked. Table 5.2 lists common, but not necessarily agreed
upon, groupings of dependent variables. Other measures have been
used that are not listed here, so this is not an exhaustive list. In addi-
tion, new and interesting measures should be developed, so the pur-
pose of this list is to provide initial guidance and easy reference.
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TABLES5.2 Driving Simulation Dependent Variables, Descriptions and References

Variable X
Classification Variable Description Sample Reference
Longitudinal Control ~ Speed Travel speed in km/h er mph. HASTE (n.d.); Tijerina,

Speed Variability Standard deviation of speed. Barickman, & Mazzae (2004)

Reaction Time

Crash

Lateral Control

Eye Movements

Workload, Subjective

‘Workload;
Physiological

Other Measures

Time or Distance Headway

Perception Response Time (PRT)

Brake Response Time (BRT)

Time to contact (TTC)

Crash

Lateral Position

SDLP
Lane exceedances (LANEX)

Time to lane crossing (TLC)
Reversal rate (RR)

Glance

Eyes-off-road-time

Fixation

Percent Dwell Time (PDT)
NASA-Task Load Index (TLX)

Rating Scale Mental Effort
{RSME)

Situation Awareness Global
Assessment Technique (SAGAT)

Driving Activity Load Index
(DALD

Heart Rate (HR)

HR Variability

Respiration
Electroencephalography (EEG)

8kin Conductance
Entropy
Safety Margins

Navigation

Other higher-order or aggregate
measures. ..

Time or distance to the rear bumper of the lead
vehicle.

PRT is the time to ease the foot off accelerator and
initially press brake.

BRT is the time from a hazard appearance to the brake
onset.

TTC={(v2 + 2Ad)"5 A — v,)/A where d is distance, vr is
relative velocity of the vehicle ahead, and A, is the
deceleration of the vehicle ahead.

The boundary of a driver’s vehicle overlaps with other
vehicles or objects, or the current vehicle control
dynamics exceed those allowed by the vehicle
equations of motion (e.g., rollover).

Continuous location of a vehicle with respect to a lane
reference.

Standard deviation of lateral position.

LANEX is the proportion of time outside of a Jane or a
frequency count of the nurober of times the lane
threshold is exceeded.

TLC is the time to cross a lane boundary at current
steering angle and speed.

RR is the number of steering wheel direction changes
per time or distance value.

All consecutive fixations on a target plus preceding
transitions (i.e., saccades).

"The sum or propertion of all of the time associated with
all glances not directed to the road.

Momentary direction of the pupil’s gaze (separated by
saccades).

Percent dwell time to a given area of interest (AQL e.g.,
instrument panel). :

A multi-dimensional subjective workload measure
composed of six sub-scales and overall workload.

Paper-and-pencil instrument that measures workload
on a centinuous unidimensional scale.

Stopping operator (or driver) activity to ask questions
about dynamic information needs.

A modified workload assessment tool specific to driving
activities.

Number of beats for a time period (usually one minute),

Standard deviation of HR.

Breaths per minute.

Evoked potential amplitude measured from central
nervous system.

Electrical resistance of the skin.

Prediction error of vehicle signals.

Amount of space that drivers maintain around their
vehicle. Includes but is not limited to headway.

Assessment of driver’s wayfinding ability or memory for
trip directions.

Green (2000);

Lamble, D., Kauranen, T., Laakso,
M., & Summala, H. (1999, p.
620); Olson & Farber (2003);
Summala (2000}

Caird et al. (2008); Horrey &
Wickens (2007); Strayer &
Drews (2004)

Green et al. (2004);
HASTE (n.d.); Godthelp, H.,
Milgram, P, & Blaauw, G. L.
(1984); van Winsum, W,
Brookhuis, K. A., & de Waard,
D. {2000)

Green (2007); 1SO (2002); SAE
(2000); Fisher et al., (this book,
chap. 18); Horrey et al. (2006)

Hart & Staveland (1988)

Young & Stanton (2005); Zijlstra
(1993)

Endsley (2000); Jones & Kaber
(2005}

Pauzié (2008)

Brookhuis & de Waard (this
book, chap, 17); Mulder, L. L. M,
de Waard, D., & Brookhuis, K
A. (2005, p. 20-1)

Boer (2000); HASTE (n.d.);
Heorrey & Simons {(2007)
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simulation studies do not necessarily focus on crashes although
traffic safety epidemiology dpes. Crashes in simulation are of suf-
ficient importance to elaborate. A common aphorism is that no
one has died in a simulator crash and a fundamental question is to
understand what crashes mean as an ordinal measurement vari-
sble, Evans considered simulator crashes as a thought experiment

some hme ago:

Consider a make-believe simulator consisting of an actual
car, but with the remarkable property that after it crashes
a reset button instantly cancels all damage to people and
equipment. What experiments could be performed on such
make-believe equipment which would increase our basic
knowledge about driving? (Evans, 1991, p. 127)

Two related questions can be circumscribed that do not dismiss
driving simulation as a method outright, which appear to be the
intent of the rhetorical arguments, First, because crashes in driv-
g simulation have few consequences, does driving performance
or behavior change towards more risk taking in the simulator?
Second, does the absence of consequences necessarily negate
results obtained using driving simulators? The first question is an
empirically testable question that surprisingly, to our knowledge,
has not been addressed. One group is put into a crash and another
15 not. Measures of performance are compared. Short of having
results from this important experiment, in some situations, a
simulated crash can be quite compelling—even frightening, For
tnstance, older drivers, when involved in a simulated crash, are
often quite concerned about the well-being of the other driver or
pedestrian, which are virtual entities, and express concern over
being reported to the licensing authorities. Novice drivers, simi-
larly, are concerned that their parents might be informed when a
crash occurs. The loss of privileges with a family vehicle seems to
underlie the concern.

Crash experience coupled with information about the out-
comes of a crash may be an effective way to offset the absence
of any physical consequences. For example, once a crash occurs,
the simulation can be stopped and drivers can be given infor-
mation that estimates the extent of their injuries {including
fatalities in more severe circumstances) zlong with estimated
repair costs, based on the collision angles and impact velocities.
Crashes may also become adverse to drivers in simulators by
imposing some form of financial penalty for crash involvement,
4 strategy that might be particularly effective in university-age
samples (see Ranney, this book, chap. 9). However, by replacing
the utilitarian goals for driving with alternative incentives and/
or punishments, participants may modify their performance so
that it is dissimilar to normal or everyday driving. We note that a
number of social motivations such as avoiding an embarrassing
crash or showing off for others may also be in play in monitored
environments, which include simulation and naturalistic stud-
les. Predictable elicitation of the behavior and describing the
impact of it when it occurs on crash risk represent important
research directions. The impact of video gaming, and driving
video games in particular, on driving simulation performance
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and actual driving is another area that requires systematic
research (Fisher, Kubitzki, Guter, & Frey, 2007).

Creating circumstances in which it is exceptionally difficult for
drivers to avoid a crash in a simulator is rather trivial. Placing haz-
ards into a driver’s path with little space and time to respond is
easy to achieve, though it is important that these hazards or critical
events are not unavoidable, such that attentive and responsive driv-
ers can safely avoid them. Tuning the constraints of a particular
event so that a range of abilities is accommodated requires some
pilot testing. Creating an array of difficult events to contend with is
the basis of determining the limitations of drivers to respond while
engaged in distraction tasks (e.g, Chisholm, Caird, & Lockhart,
2008). If crashes are unavoidable, there may be greater repercus-
sions for the driver in subsequent experimental blocks or trials
such as modifying glances and speed to anticipate hazards.

Another important point of discussion is the issue of repeated
crash experience in a simulator. While simulators are effective at gen-
erating many crash-likely situations (and therefore many crashes),
real-world crash exposure or experience is quite low. The extent to
which driving simulation crash-likely protocols compress long-term
exposure into crashes requires firmer footing in injury epidemiol-
ogy (Green, 2008). At the individual or practical level, does repeated
exposure to crashes in a simulator create unrealistic expectations on
the part of drivers? Should a simulator session with a participant
be terminated if more than one crash has occurred (see Ranney,
this book, chap. 9)? Wickens (2001) discusses the psychology of
surprise and the implications for research that tries to employ more
than one surprising event for a single participant. Unfortunately,
the reality is that you can only truly surprise a research participant
a single time (and the experimental setting itself may dampen this
prospect at the outset!). Subsequent responses after experiencing a
surprising event hasten response times, depending on participant
age, by about a half-second (Olson & Sivak, 1986).

Evans (2004, p. 188, italics in original) has also thought about
the effect of expectancy on reaction times:

Enthusiasm for driving simulators ignores some of the most
basic understanding about the nature of traffic crashes. The
discussion above on reaction time showed the primacy
of expectancy. Even in experiments using actual instru-
mented vehicles, reaction times are substantially shorter
than in normal driving. Any reliance by traffic engineers
on reaction times determined on a simulator no matter how
realistic; could produce unfortunate results. However, the
reason that simulators are unlikely to produce knowledge
relevant to traffic safety is more fundamental than this.

Simulators measure driving performance, what the driver
can do. However, safety is determined primarily by driver
behavior or what a driver chooses to do. It is exceedingly
unlikely that a driving simulator can provide useful informa-
tion on a driver’s tendency to speed, drive while intoxicated,
run red lights, pay attention to non-driving distractions, or
not fasten a safety belt. ‘Iwenty-year-olds perform nearly all
tasks on simulators better than the 50-year-olds, but it is the
50-year-old who has sharply lower crash risks.
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Several important questions are raised in this passage. First,
do driving simulators provide reliable reaction time results?
Second, can any knowledge about driver behavior be obtained
by using a driving simulator? One way to determine if reaction
times differ across methods is to compare the results from avail-
able research to determine if there are systematic differences.
For instance, Caird, Chisholm, Edwards, and Creaser (2007)
examined reaction times to yellow lights over the past 50 years,
Across studies and methods, there is a close correspondence in
reaction time results. Observational, test track, experimental,
field and simulator are represented in the collection of studies.
This issue is discussed further in Questions 8 and 9.

With respect to drivers’ expectations, still others have examined
patterns of systematic variance such as when a driver expects or
does not expect an event {(Olson & Farber, 2003), Green (2000) and
Summala (2000} debate the implications on response time for dif-
ferent types of events: unexpected and expected events as well as for
surprising intrusions. While one cannot truly surprise a participant
more than once in a session, the use of different types of scenarios
and event configurations can at least reduce the drivers’ ability to
anticipate these particular events. A continuum of surprise can be
conceptualized depending on the frequency with which events are
ordinarily experienced on a day-to-day basis. So, while the partici-
pant may quickly come to expect certain types of events, at least
they can be made temporally and geometricaily uncertain.

Regarding the second issue raised by Evans (2004), is there evi-
dence or methods from driving simulation that shows aspects of
driver behavior based on choice or self-paced interaction? Does
having a prescribed task to perform necessarily negate results if
the rate of a self-paced behavior is not necessarily known? For
example, previous research on driver multitasking and distrac-
tion often will employ tasks that are outside of the driver’s control.
That is, the investigators usually prescribe the conditions under
which the tasks are performed. While this technique may be useful
in examining the interference from concurrent activities, it does
not capture the adaptive potential of drivers (see Lee & Strayer,
2004; Horrey & Lesch, 2009 for further discussion). Thus, it is very
possible that certain methodologies and—by extension—driving
simulation may create artificial situations that are not completely
reminiscent of real-world situations. Alternative methods that
allow a repertoire of behaviors to occur, such as engaging in dis-
tracting activities when stopped at stop lights, are often difficult to
categorize and analyze (Caird & Dewar, 2007; Stutts et al., 2005).
For example, Yan, Adbel-Aty, Radwan, Wang, and Chilakapati
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(2008) observed drivers who did not cometoa complete stop at an
intersection in the simulator and related it to the history of crashes
at the actual intersection.

Consideration of behaviors that occur in naturalistic driving
studies asa precursor to experimentation would surely reduce the
occurrence of simulation studies that are not interesting; when
this is done, research should have the potential to change our
understanding of driving phenomena. Researchers should also
carefully consider, in their discussion of study limitations, how
their results may or may not generalize to real-world behavior.

7) How do you map the necessary realism
or fidelity of a driving simulator to
the specific research questions?

Naive realism, or the misplaced desire for the precise replica-
tion of perceived reality, tends to be the default assumption of lay
researchers about many forms of simulation such as medical, flight
and driving {Gaba, 2004; Lee, 2005; see Jamson, this book, chap.
12, respectively). Fidelity or realism is the degree to which a driving
simulation matches aspects of driving on-road (Meister, 1995). By
making a simulation look and feel exactly as real tasks and envi-
ronments do, one forces a set of requirements onto hardware, soft-
ware and scenarios. By asking what needs require sufficient fidelity
to achieve a certain level of verisimilitude, certain requirements
can be relaxed. Within cost constraints, the operational assump-
tion of less experienced researchers is to err on the side of higher
levels of fidelity. For example, a signals engineer may be concerned
about making sure that the traffic lights in a simulation function
according to the correct timing cycles and algorithms. However,
the traffic lights may be only relevant when a driver passes through
several intersections on a drive. In general, the engineering disci-
plines tend towards requiring an exactness of the simulation even
if these physical and virtual aspects-of the simulation are not rele-
vant to the tasks of the driver. Knowing which traffic environment
features and tasks are relevant to the driver and to the research
question being posed is central to developing an effective experi-
mental design,

'The typical approach to solving the mapping between the level of
fidelity required in each of the various dimensions and the research
agenda is to propose a taxonomy or matrix that lists simulator fidel-
ity in columns and research questions or simulator components as
rows. The start of one of these lists is shown in Table 5.3 and is left for
the reader to complete (ie., ...). A complete table would describe a
general classification scheme for simulators that often is a variant of

TABLE5.3 Simulation Fidelity by Component or Research Question

Low Moderate High
Moving Base Fixed Fixed or limited motion cuing ~ Moving base
Screen Width 20 degrees 150 degrees * 360 degrees
Screen Resolution
Sign Legibility Poor Fair Good
Night-time Visibility No capability  Poor Fair
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low, medium and high fidelity. For example, relatively recent pictures
of low, medium and high fidelity simulators are provided in Jamson,
this book, chap. 12 and Shinar (2007). An excellent discussion of
physical fidelity; or the matching of physical components in a simula-
tor with vehicle capabilities, is provided by Greenberg & Blommer,
this book, chap. 7. One of the limitations with this matrix approach
1 that simulator categories migrate from right to left as technology
progresses {see Allen, Rosenthal, & Cook, this book, chap. 2). For
mstance, the graphics of the low-fidelity simulators of today are well
beyond the capabilities of driving simulators a decade ago. Knowing
where the state of technology is (or was) is important to interpreting
the inherent limitations of various studies across time.

The mapping of simulation fidelity to a research question, in
part, assumes that a simulator can be prescribed at the time that
a particular question is addressed. In reality, the justification for
a range of research problems is offered at the time that simu-
lator funding is sought and when the simulator is purchased
{see Question 2). Rescarchers hope that they have anticipated
or planned adequately for a research agenda that corresponds
to the first few years of activity; that is, if operational costs are
also adequately anticipated. If a simulator is funded and the
researchers have limited experience using one, several years of
lag typically occur before papers begin to appear at conferences.
During this time, students and technicians figure out, often by
trial and error, how to translate research questions into pro-
gramming details, to develop complex experimental designs and
to analyze vast quantities of data. As technical and experimental
design experience is acquired, the scope of questions that can be
addressed tends to be resolved. Thus, the actual fit of a simulator
to research questions will be somewhat dependent on the under-
standing the researcher has when applying for funding and the
eventual accumulation of research expertise using a simulator.

A mid-fidelity simulator is not needed for every research appli-
cation. For instance, a very high-definition visual system could
be connected to a gaming steering wheel, brake and accelerator.
Such a high-low fidelity simulator might be used for visibility or
sign comprehension research where vehicle response character-
istics are not necessarily important measures. If a set of research
questions can be framed with precise task requirements or fidel-
ity, those physical components can be selected at higher levels of
fidelity, whereas other simulator equipment not central to impor-
tant tasks and measures is made to be nominally functional.

The fidelity of specific tasks that are the focus of a study often
requires greater approximations of the real thing than a simulator
can achieve. Simulators with fixed physical properties that can-
not be appreciably modified have limited fidelity. In some cases,
research can or cannot address a question based on inherent
limitations. More likely, the researcher can address a question,
but the results represent an approximation and may be open to
criticism if peer reviewed. Questions that require specific lighting
conditions {e.g., driving at dusk, dawn or night), high resolution
of detail (e.g., complex signs), important response properties {e.g.,
electronic stability control) or tracking in the periphery (e.g, the
approach of a high-speed train or merging in a work zone) may
simply not be able to be addressed by a simulator with limited
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projection luminance, graphics engines, vehicle control models
coupled to motion bases, and field of view.

How aspects of driving simulation with insufficient fidelity affect
measures requires either comparison to on-road results or qualifi-
cation with respect to the limitation, For instance, insufficient vis-
ibility of a sign due to resolution limitations will require that drivers
be closer to the sign in order to read it. The overall time to view a
sign would be expected to be less, which would also affect compre-
hension and legibility distance too, Compatison of simulator results
to on-road testing is likely to reveal measures that are truncated in
predictable ways as a function of the simulator limitation,

8) To what degree are the results from a simulator
similar to those measured in the real world?

Probably the most often repeated yet also most difficult question
about driving simulators is whether measures in a simulator mimic
those measured when driving in the real world. This multi-level cor-
respondence problem has broadly been called simulation validation,
which has been defined as the replication of simulator and on-road
tests to determine the extent to which measures correspond across
contexts. Simulation validation has been a concern for at least 25
years (Blaauw, 1982). A number of important aspects of this topic
are addressed by several chapters in this Handbook; namely, perfor-
mance validity (see Mullen, Charlton, Devlin, & Bédard, this book,
chap. 13) and cross-platform validation issues (see Jamson, this
book, chap. 12). A number of authors have also reviewed simulation
validation at different times {(e.g., Blaauw, 1982; Godley, Triggs, &
Fildes, 2002; Kaptein, Theeuwes, & Van der Horst, 1996),

A number of types of simulation validity are impertant. Relative
validity indicates that the direction of change of a variable is in the
same direction as a corresponding manipulation and measure
in the real world (Kaptein et al., 1996). For example, if speed is
measured at 5 km/h greater in a simulator than on-road across a
range of speeds, the pattern of data would represent relative valid-
ity because it is in the same direction. Absolute validity is the extent
that a manipulation in the real world when manipulated in the
simulator produces the same or equivalent numerical change in
the same measure (Blaauw, 1982, p. 474). For instance, for a specific
condition, 50 km/h in the simulator for a given stretch of roadway
is also measured at 50 km/h on-road.

Given the variability of driver performance, the exact corre-
spondence of on-road and simulation measures is unlikely. Some
authors suggest that finding measures that reflect absolute valid-
ity are not as important as finding measures that produce consis-
tent changes in the dependent variable or relative validity (e.g.,
Kaptein et al., 1996; see in this book, chap. 3 by Kantowitz and
chap. 13 by Mullen et al.; Térnos, 1998; Yan et al., 2008). Others
have further argued that simulator companies should produce
studies that establish validity for their products. For various
reasons, the responsibility of validating simulators has fallen to
researchers. Published studies on simulation validation are obvi-
ously a small fraction of operating simulators, especially if each
simulator type represents a unique need to validate, A sizable
body of gray literature on simulation validation appears in con-
ference proceedings, technical reports and internal reports.
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Sampling from published studies, simulation validation stud-
ies have generally been focused on findings of relative validity. For
example, simulators have been found to have relative validity for
speed {e.g., Blaauw, 1982; Tornos, 1998; Yan et al,, 2008). Higher
speeds were found in the tested simulators than in on-road seg-
ments. Lane-keeping measures were slightly more variable in the
simulator compared 1o on-road measures in several studies (e.g.,
Blaauw, 1982; Reed & Green, 1999). However, the effects tend to
vary depending on the simulator being evaluated and additional
independent variables (e.g., experience, age, etc.). For example,
higher speeds on-road were found in Godley et al. (2002} and
lateral position in a tunnel shifted 13 cm more to the left in the
actual tunnel (Trnos, 1998). Still others have used unique valida-
tion measures such as séfety surrogates (Yan et al., 2008), which
attempted to relate risk-taking maneuvers in a simulated intersec-
tion with the crash history of the actual intersection. Reed and
Green (1999) measured many variables while drivers dialed a
phone. The correlation between on-road and simulation variables
ranged from 0.18 to 0.76, Thus, the use of some variables is consis-
tent across simulation validation studies, whereas other variables
are unique and cannot be compared across studies. The unifor-
mity of relative validity is somewhat variablé depending on the
measure, Finally, compared to the number of variables represented
in the dependent variable list of Table 5.2, relatively few have been
used (or reported) in simulation validation studies, although this
appears to be changing (see Mullen et al., this book, chap. 13).

The general comparison of variables in simulation validation
can be abstractly illustrated. For a given measure {or aggrega-
tion of measures), a plot of obtained values from a simulator can
be plotted against the values obtained for on-road performance
under similar driving conditions. Thus, Figure 5.3 represents the
correspondence of simulation and on-road measures. An exact
correspondence of measures from road and simulator indicates
that each is fneasuring exactly the same thing (i.e., absolute valid-
ity). Each line on the graph can be also thought of as the best fit-
ting line of a scatterplot of data. The degree or extent that a given
measure departs from an on-road variable is also plotted (relative
validity). Several lines of relative validity are plotted (i.e., A & B).
One illustrates a situation where on-road measuresare consistently
higher than those from simulation A. (The reverse is also plotted,
B, where the measures are consistently lower.) Attribution as to
why relative validity is higher or lower in either setting would then
require systematic elimination of potential causes. For example,
the finding that a simulator may yield higher ldne variability may
indicate that steering control is insufficiently tightly coupled. The
situation becomes more complicated in circumstances depicted
by line C of Figure 5.3, where some parameter yields higher values
in on-road (versus simulator) measurement for a certain range of
values (left-hand side of figure), yet lower values in another range
(right-hand side). Whether line A is more valid than B and the
extent to which line C is invalid are unresclved questions that
require further empirical support and discussien.

Statistical tests are one way to determine if measures taken
from on-road and simulation differ with respect to absolute valid-
ity or from other tests where relative validity is established, but
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FIGURES5.3 Absolute and relative validity expressed as a function of
the correspondence of measures from on-road and simulator for identi-
cal contexts. See text for details.

what is the practical significance of a measure that differs more or
less from absolute validity? Statistical testing of significant differ-
ences between simulation and on-road measures can be affected
by unbalanced within-subjects treatment orders and strategies
(e.g.. boredom may lead to speed increases) (see Godley et al., 2002
for discussion), Measures are often collected over a limited range
of values and are not necessarily treated as continuous variables
The relative validity of a simulator should be qualified relative to
the range over which measures are collected. Inaddition, the rela-
tive validity of a collection of measures requires consideration.

9) How well do the results from simulatosz,
on-road and more basic laboratory studies
correspond with one another?

Researcher beliefs about the validity of driving simulation results
range from advocacy to dismissive. Some scientists do not seem to be
swayed by consistent evidence obtained from studies that compare
on-road and simulator results that establish relative validity. In addi-
tion to direct comparisons within a study that determine simulahon
relative validity, measures can be compared across studies of on-road,
simulator and laboratory. The correspondence of results across dif-
ferent experimental approaches is related to the previous question
although comparisons are not restricted to simulation and on-road.
A number of recent studies have sought to statistically com-
pare results arising from different methods. For instance, Caird,
Willness, Steel, and Scialfa (2008) meta-analyzed studies from
simulator, laboratory and on-road settings where the impact of
cell phone conversations on driving performance were measured.
Meta-analysis is a means to statistically compare the results of stud-
ies using effect sizes (Elvik, 2004; Rosenthal & DiMatteo, 2001)
The categories of laboratory, simulator and on-road were defined
A laboratory study had at least an approximation of a tracking task
(N = 14 studies). Driving simulator studies had a physical steering
wheel coupled to an approximation of a visual traffic environment
{N'=18). On-road studies were conducted on a test track or on
ordinary roadways (N = 5). (Horrey & Wickens (2006) performed
a similar analysis and found similar results but collapsed simulator
and laboratory categories together.) For conversations while driv-
ing with hand-held or hands-free phones, on-road, simulator and
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laboratory settings all produced similar effects on reaction time and
speed (i-e., slower reaction time and slightly slower speeds when
; bgnversmg). As such, the belief that a single method—whether
5’ on-toad, simulation, or laboratory—is best for approximating

‘ performance decrements does not seem to hold, at least for these

dity

tasks and measures. Approximating task demands (i.e., conversa-
tion) across settings produced similar effect sizes. The use of sur-
rogate tasks to approximate actual performance is also addressed
by Angell, this book, chap. 10.

Studies of in-vehicle information system interactions while driv-
ing have also compared results across laboratory, simulation and
real-world settings (Santos, Meret, Mouta, Brookhuis, & de Waard,
2005). The abstract task that was created, and installed on a central

not | screen, was a visual search task (called S-IVIS), The three research
nti- settings were able to detect, using lateral control measures, when
drivers were looking down at the task, but simulation and field
studies were also able to discriminate levels of search difficulty too.

fe‘: Comparisons across settings for other variables such as speed, speed
ted variation, and distance headway were more complicated to interpret
Ties based on methodological differences across settings. The authors
302 discuss a number of cautions about blanket generalizations.
nge As part of the same European project (called HASTE),
les Engstrém, Johansson and Ostlund (2005) reported results of cog-
310 nitive and visual tasks across real and simulated driving settings.
sla- The same visual search task was used (i.e., S-IVIS} and also an
auditory memory task (i.e., ACMT), which was responded to by
interacting with a touch screen at the top of the central column.
Of interest, fixed (Volvo) and moving-based (VTI) simulators
results for longitudinal, lateral, physiological, and eye movement
measures were compared. The visual search task affected lateral
ilts control and reduced speed, whereas the cognitive memory task
1be reduced lateral varjability but not speed. Eye movements were
are cancentrated on the center of the road when engaged in the cogni-
di- tive task and to the search screen when engaged in the visual task.
ion The pattern of measurement differences across settings provided
ad, similar results with some differences. Lateral variation was greater
fif- 1n the fixed simulator than the moving base simulator. In spite of
on this difference, replication of results across methods corresponds
d well when tasks are similar and method variance is minimal,
m- Validity and generalizability are both important experimen-
rd, tal properties. The selection of a method that an provide an
m approximation of a generalizable effect of interest is fundamental
of to experimentation. Many years ago, Chapanis (1967) made the
xd | Observation that laboratory tasks are rough approximations of
d- real-life situations. Since then, human factors beliefs have wan-
1) dered from accepting laboratory tasks as having external valid-
:d ity, which is the extent that results obtained from participants,
isk environments and tasks necessarily relate to other participants,
ng environments or tasks in real-life (Abelson, 1995). If task, envi-
nt ronmental and population samples that are integrated into a study
m are similar to the same in real-life, generalizabilily is more likely
ed to be achieved. Cost and time may dictate the methods or analyti-
or cal approaches available to the researcher (Carsten & Brookhuis,
v- 2005) and these decisions may limit the generalizability of a

1d Study. The danger in assuming that an effect in the laboratory or
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simulator holds to the same extent in the real world is that many
other variables, not tested, may dilute or reduce the relative impor-
tance of a found effect (Chapanis, 1967). For example, many have
wondered why more crashes do not occur when using cell phones
when driving. One disturbing possibilily, besides drivers not con-
fessing to using a cell phone when a crash does occur, is that-other
conditions not tested may interact and mitigate the decrements of
conversation on reaction time and speed in the real world.

Another related question concerns situations where data is avail-
able or are combined from different methodological approaches.
What is the relative weight that should be given to driving simula-
tion versus real-world results? The bias of some individualsis to place
“real world” results on the highest platform of validity with other
results relegated to lesser platforms. This naive view is based on the
intuitive belief that “real world” results, if obtained, have the high-
est validity. Consideration of the strengths and weaknesses of a given
method—in essence, overcoming these potential biases—requires
greater thought, scientific training and experience.

Ifa simulator study found similar results as a naturalistic study,
which one is more valid? One finds a causal relationship between or
among manipulation and measure(s), whereas the other describes
an event or pattern of observations. In situations where the two
approaches show convergent findings, the distinction between
approaches may be less critical. However, if the results from a simula-
tor conflicted with those found in a naturalistic study, which one pur-

ports the greater truth? Naturalistic studies are compelling because

real behavior and crashes are captured and the videos can be scen,
although it takes a while to capture these events. Driving simulation
is relatively efficient at describing performance in a specific con-
text and establishing causality among manipulations and measures.
Observations made using the latter methodology represent a poten-
tial reality which may generalize to a limited set of conditions in the
real world. That said, either method can yield low or high quality
results (Nickerson, 1999). Judgment of research quality is an impor-
tant expertise of researchers that can sort out how much weight or
credibility to assign to a particular set of results (Wortman, 1994).

10) What are common threats to internal
and external validity?

After reviewing hundreds of manuscripts, we have identified a num-
ber of recurrent threats to internal and external validity when con-
ducting driving sirnulation studies (see Table 5.4). The purpose of
listing the threats, solutions and references is to encourage research-
ers to take a careful pause before starting a study. Recognizing a
design wealmess or flaw before collecting data is preferable to real-
izing this prior to submitting a manuscript. Many threats to internal
and external validity can also be learned from the school of “ego-
crushing” manuscript reviews. Obviously reviewers could adopt a
guiding or mentoring style when reviewing manuscripts that have
been submitted.

These are high-level problem and solution descriptions and the
details of implementation for a given study require further investi-
gation and consideration by researchers. Issues of statistical analy-
sis, reporting and interpretation are comprehensively addressed by
others (see Boyle, this book, chap. 21; Cohen, 1990; see Dawson, this
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TABLE54 Common Threats to Internal and External Validity When Using Driving Simulation

Threat

Description

Solution Reference

Failure to adequately
screen participants.

Generalization issues.

Drop out due to
simulator sickness.

Non-randomization of
participants,
treatments or events.

Range or carry-over
effects.

Low number of
participants or
observations per cell.

Visual fidelity
distortions.

Ceontrol fidelity
distortiens.

Greater than 5% loss of
data.

Vision or health problems (among others}
of certain individuals may contribute to
experimental error that masks or distorts
effects.

Tasks, population samples and
environments are not similar to whom or
what you wish to generalize.

Properties of the simulator or activities in
the simulator cause participants to
become sick.

Treatments, participants or events are not
randomly assigned to levels of the
independent variable. Events are
predictably located within drives.

Multiple treatments are experienced by the
same participant. The order of treatment -
and experience causes asymmetric effects.

Few participants or observations per cell
reduce the stability of results.

Incorrect luminance levels, missing or
distorted monocular and binocular cues.

The quality of steering, brake and
acceleration is unlike that of actual
vehicle performance. -

Equipment or subject problems cause a
“loss of data.

Trick & Caird (this book,
chap. 26); Rizzo (this
book, chap. 46);
Tabachnick & Fidell
(2005)

Abelson (1995); Kaptein
etal. (1996)

Test for outliers. Use appropriate tests to
screen drivers. Use covariate analyses to
remove offending variance,

Qualify results according to
generalizability limitations. Include
similar tasks, samples, and
environments to desired
generalizations.

Carefully screen at-risk participants.
Reduce maneuvers that require a
sweeping motion such as left or right
turns (among many other remediation
strategies).

Randomize. Check for order effects.

Stoner et al. (this book,
chap. 14); Trick & Caird
(this book, chap. 26)

Abelson (1995);
Wilkinson et al. (1999)

Use between-subjects designs for
different treatment levels. Limit the
number of treatments and
counterbalance, Check for order effects
and qualify results accordingly.

Poulton (1982)

Run more participants or collect more Cohen (1992); Wilkinson
observations. Conduct power analysis, et al. (1999)
When possible, consider more efficient
experimental designs {e.g.,
within-subjects).
Qualify results according to visual Andersen (this book,
limitations. chap. 8); Wood &
Chaparro (this book,
chap. 28)

Flach et al., (this book,
chap. 43); Greenberg

Qualify results according to control
limitations. Provide sufficient practice

such that drivers meet some criterion & Blommer {this book,
level of performance or competence. chap. 7)

Use appropriate data substitution Tabachnick & Fidell
methods and report rationale. Drop (2006); Siegal &
participants, fix equipment and re-run. Castellan (1988);

Use appropriate statistical tests if Wilkinson et al. (1999)

assumptions are violated.

book, chap. 22; Tabachnick & Fidell, 2006; Wilkinson et al., 1999).
The final caveat of this list is that we have probably omitted a num-
ber of threats to internal and external validity so researchers should
be vigilant about improving the quality of their experimentation.

11) Is there evidence that driving simulators
have contributed to the advancement
of knowledge since the 1970s?

Evans (2004, p. 190) makes the following argument:

Driving simulators are far from new. A 1972 article refers
to an earlier 1970 article listing 28 devices then in use, 17
of them in the U.S. Since the 1960s, driving simulators have
incorporated moving bases and multiple movie projectors
to provide visual information, including to the rear view

mirror. The list was published in 1972. The research litera-
ture provides scant evidence that [the] research agenda was
advanced by simulators, neither by those in existence in
1970, nor by the much larger number of far more expen-
sive and sophisticated simulators that have been built,

To clarify, the list (or research agenda) that appears in Evans’
book on page 191 includes traffic control devices, drug effects,
the driver as a control element, vehicle characteristics, highway
design, and driving conditions, To distill out a question, has
driving simulation contributed to the development of these or
other areas of knowledge since the 1970s?

In Figure 5.3, we plot the progression of studies that have
used driving simulation as a method since 1970 in two relevant
journals: Accident, Analysis and Prevention (AAP) and Human
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factors (HF) These journals were selected to get a general indi-
Lation of international driving simulation research activity over
-+ of four decades. HF has been published by the Human
i ’?;:5 and Ergonomics Society since 1959 and is representative
F;:Cﬁwnes 1n the U.S. and other countries. AAP was originally
f Furopean journal that has more recently (circa 2002) systemat-
‘;ally expanded the number of studies published to take advan-
;aagﬁ of online dissemination. Both journals publish studies that
iocus on the driver and, to a lesser degree, on the underlying
uroulation technology.

Both journals were searched for studies that used driving simu-
istion Titles, abstracts and full papers were searched for the occur-
~once of <driving simulation> and other variants. Study inclusion
_niteria are modified from Caird et al. (2008) and Horrey and
wickens (2006) who, in their meta-analyses of cell phone studies,
cstablished categories for different methodological approaches;
namely, laboratory, simulation and on-road. The simulation cat-
egory included part-task, low-fidelity and high-fidelity simulators.
Inthe present analysis, however, studies that fractured the coupling
etween perception and action are not included because a partici-

ﬁait does not actively control anything. For instance, ratings or-

responses to picture or video presentations are not included.

How much research has been produced? As shown in Figure 5.4,
the number of published studies using driving simulation in AAP
has increased dramatically in the past four years. (The year 2008,
which had 22 simulator studies, includes studies in press that
may appear in 2009.) This rise seems to parallel the increase in
the mumber of manuscripts accepted by AAP. Attribution of the
tncrease to a growth in driving simulation research activity may
be only partly correct. The increase probably reflects a modest rise
in research activity, but also possible shifts in acceptance criteria
at AAP. The increase in driving simulator studies in HF has been
less dramatic over the entire 40-year span, though there is a recent
mpwards trend since the mid-90s.
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For many years, research centers within various countries
{e.g., TNO, NHTSA) developed driving simulators and produc-
tivity (i.c., peer-reviewed papers) was a reflection of the activ-
ity of these centers. Many technical difficulties in hardware and
software had to be overcome to execute each research study. The
current generation of driving simulators is significantly more
flexible and allows researchers to develop and execute research
on a much shorter time scale compared to previous generations
of simulators. The cost of mid-fidelity simulation has declined
as graphics and computation capabilities increased many fold
in commonly available systems. The enhanced sophistication of
simulators in this respect may also be an important contributor
in the increase in published research using simulators.

What kinds of research have been produced? The purpose of
Table 5.5 is to aggregate the general pattern of research activ-
ity in AAP. The subcategories roughly capture measures and/
or manipulations of particular studies. A study was counted in
several categories if multiple measures or manipulations captured
the purpose of each study. For example, speed perception was
counted under Speed and Perception/Attention. Clearly driving
simulators have been used to evaluate devices for distraction, new
road geometries, and traffic control as well as to understand lifes-
pan individual differences among many other uses.

The list in Table 5.5 only partially resembles the list discussed
by Evans (2004, p. 189), which indicates how research simulators
were being used in 1972. To be fair, many of the studies that appear
in Table 5.5 have been published since the original criticism by
Evans. Finding research gaps is as simple as combining categories
or factors until that research has not been performed previously.
Some questions or combinations are obvious, whereas others are
deeper and transcend independent variable combinations.

There are some limitations to simply counting and classify-
ing studies from journals. Many driving simulation studies are
conducted for a sponsoring agency (e.g., NHTSA). The results

25
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FIGURE5.4 The number of simulator studies by year published in Accident, Analysis and Prevention and Human Factors from 1970 to 2008.
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TABLES.5 Typesand Subcategories of Driving Simulation Studies Published in Accident, Analysis and Prevention

From 1969 to 2008

Study Type

Subcategories

Alcohol {4) or Drugs (1)

Distraction (11}
(2), MP3 (1)

Devices (2)
Fatigue or Sleepiness {10)

On-board detection (1), Age (1), Skilled drivers (1), Other (2}
Cell phone (5), Conversation (1), Feedback (1), Eating (1), Multiple sources

Warnings (1), Audio Speakers (1)
Napping (1), Other intervention (1), Simple versus complex measures (1),

Sleep apnea (2), Physiclogical measures (1), Other (4)

General Individual Differences (8)

ExpertfNovice (1), ADHD (1), Gender (2), Police (1}, Truck Drivers (1),

Teens (1), Training (1)

Older Drivers (8)
Pedestrians (4)
Perception/Attention (7)
Roadway (12)

Self ratings (1), Individual differences testing (4), Pedal errors (1), Other (2}
Unfamiliar traffic direction (1), Age/development {2), Timing (1)

Visibility (3}, Fog (2), Speed selection (1), Visual fields (1)

Curves (2), Rural two-lane (1), Intersections (3), Horizontal curves (1),

Tunnels {2), Width (2} Traffic lights (1), Lane treatments (1)

Simulation Validation (4)
Speed (5)

Intersections (1}, Tunnel (1), Speed (1), Older drivers (1}
Two-lane rural road (1), Perception (1), Gender (1), Fog (1), Curves (1)

are put into a technical report and may or may not be published
in a journal. For instance, Meister (1995) provides pointers to
many of these flight and driving technical reports that appeared
from the 1950s to the 1980s and reference backtracking reveals
many others. Technical reports often have considerably more
details and analyses than condensed peer-reviewed publica-
tions, including simulator and methods descriptions. Thus, reli-
ance on journals such as AAP and HF probably underestimates
the true scope and overall activity that driving simulation has
contributed to knowledge. Moreover, some editors may choose
to exclude certain methods if they feel the results are not valid.

The contribution of AAP and HF to knowledge advancement
based on published driving simulation studies is open to criticism.
At the time that a study is published, reviewers and editors may not
be aware whether or not a particular study advances the state of
knowledge over that which existed prior to publication. Awareness
of research worldwide is daunting but facilitated by search engines,
citation indexes and custom publication alerts. Determination of the
relative contribution of a given study to the collective body of knowl-
edge is fallible and the relative influence or impact of a given study
varies. The collective contribution of the body of research across time
does not simply reduce to a journals impact factor multiplied times
the number of studies on driving simulation that appear in it (among
other metrics) (e.g., Addair & Vohra, 2003). The qualitative dimen-
sion of influence on subsequent thought, method, policy and coun-
termeasure is not captured by quantitative reductions. Suffice it to
say that the collective impact of these papers has been constant and
is now accelerating.

12) Based on the progress of software, hardware
and projection capabilities, where will
the future of driving simulation lead?

While this chapter was being written, U.S. and Canadian govern-
ment policy has decided to bail out the Detroit 3 automakers as a
long-term recession progressed worldwide. A quarter previously,
worldwide vehicle manufacturing was locking towards India’s

Nano by Tata, a low-cost vehicle, and China’s increasing demand
for automobiles for the middle class. Globally this ouflook has com-
pletely changed. Without question the current financial oscillations
will affect budgets for research and development within corpora-
tions, local and national governments. In turn, the use of driving
simulation to address a range of research and development agen-
das will likely be curtailed especially as large-scale commitments to
naturalistic studies have been made in the U.S. and Europe.
Beyond the uncertainty of the current global recession (o
depression), future directions will resemble past and current
technological vectors. First, computer processor speed, in both
graphics and operations, will increase in accord with Moore's
Law, which predicts the cost of processing power halving every
18 months. However, the translation of this speed into graphics
engines and usable software for driving simulators is imperfect
compared to the same translation into computer games. An off-
the-shelf gaming system running a driving game looks signifi-
cantly better than the graphics of most moderate-fidelity driving
simulators. Although sitting in an actual car surrounded by
screens is compelling, simulation graphics capabilities are
impoverished compared to what can be played at home. The rea-
son for this obvious discrepancy is the close relationship that has
evolved between game developers and graphics chip producers
Driving simulator companies are not part of this relationship.
Second, the usability of most driving simulator software fre-
quently requires a computer programmer to overcorme numerous
idiosyncratic interactions, scripting and programming require-
ments to execute important functions. This becomes a peren-
nial cost center in addition to software licensing and hardware
upgrades. In contrast, easy-to-use experimenter interfaces provide
a means of addressing more research questions by a wider range
of students and researchers. A large visual database and an easy-
to-use interface probably facilitate the production of more reséarch
over the half-lifc of a simulator. The limited marketplace for driving
simulators prevents small, undercapitalized companies from ade-
quately designing software, visual databases, graphics engines and
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Third, increases in storage media size will permit research-
ers to collect more variables at higher sampling rates, including
ﬁlulﬁple digital video strearns, all at lower price points. However,
what to do with all the data will remain an issue. Reduction of
data and the conversion of it into useful and insightful results
will require that researchers know what to lock for, where to find
i and how to convey it coherently. Some argue that only theory
can guide researchers on where to look. If only it was so simple
{Meehl, 1993). Only a bricolage of observations and theories will
gufﬁaently describe and explain driver performance and behav-
10r across contexts (e.g., Dewar & Olson, 2007; Groeger, 2000;
Shinar, 2007). Current and future generations of simulation may
allow for greater insight into more and more subtle combinations
of relanonships. For instance, dynamic visualizations of complex
variable relationships and re-creations of actual crashes (eg.,
National Transportation Safety Board, 2003) are important direc-
tions that need to be pursued.

Fourth, research with driving simulators should make a dif-
ference and address important gaps in knowledge (e.g., Pedean
et al., 2004; Sivak et al,, 2007). In particular, understanding why
and how drivers are killed and injured is an important endeavor
{Evans, 2004) as is determining if countermeasures are effective
(Elvik, 2004). Identifying where and when the greatest number of
drivers are killed or injured is a form of research triage that can
prioritize a research agenda. Current hot topics in research, for
instance driver distraction, can influence researchers away from
considering important crash contributors that are not constantly
in the media. In addition, the business of attracting contract or
grant funding to feed simulator operational and soft-funding
budgets can obscure the importance of pursing traffic safety ques-
tions which do not necessarily fit into funding research agendas
of the day.

Finally, will researchers in the future look back at the technol-
ogy of driving simulators today with the same detached curiosity
we have when examining Figures 5.1 and 5.22 Will they exclaim,
“How did they do what they did with such primitive technology?”
Hopefully, “Why did they do that (kind of research)?” will be less
of a concern. Will driving simulation be indistinguishable from
real driving (see Hancock & Sheridan, this book, chap. 4)? Will
our children’s children still drive at all (or swim)?

Key Points

¢ Studies that have used driving simulation since the 1970s
have contributed to a number of important research areas
including human factors and traffic safety.

* Driving simulators are inherently neither bad nor good
methodologically. How simulators are used by researchers
can result in high-quality research or results that are open
to criticism.
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+ Threals to internal and external validity in driving simu-
lation can, in part, be addressed by attention to a number
of methodological details.

» Driving performance in simulators may provide an
optimistic view of drivers’ capabilities relative to actual
behavior.

* Inthe future, the cost of driving simulators will decrease,
realism will increase, and applications are likely to
expand.

Keywords:  Epistemology, History, Philosophy of Science,
Simulation Validation
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Glossary

Absolute validity: The extent to which a manipulation of a vari-
able in the real world produces the same or equivalent
change in the same measure when manipulated in a
driving simulator (Blaauw, 1982, p. 474).

Comprehensiveness: ‘The extent to which operational functions
and environmental characteristics, etc., are repro-
duced in a simulator (Meister, 1995, p. 204).

External validity: The extent to which results obtained from
participants, environments and tasks obtained in one
setting necessarily relate to other participants, envi-
ronments or tasks in other, broader settings (Abelson,
1995).

Fidelity or realism: The degree to which reality is matched in a
simulation (Kantowitz, this book, chap. 3).

Interestingness: To change what people believe about an impor-
tant topic (Abelson, 1995, p. 13).

Internal validity: The conclusion that a manipulation of an inde-
pendent variable results in a corresponding effect on a
dependent variable and does not result from some other
known or unknown influence (Abelson, 1995).

Physical fidelity: The extent to which a physical variable in a sim-
ulator {e.g., roll) corresponds to its operationally equiv-
alent component in the real world (Lee, 2005, Pp- 88; see
also, Greenberg & Blomumer, this book, chap. 7).

Psychological fidelity: The degree to which the simulation task
is perceived by participants as being a duplicate to the
-operational task (Meister, 1995, p. 206).

Relative validity: The direction of change of a variable is in the
same direction as a corresponding manipulation and
measure in the real world (Kaptein et al., 1996).
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Simulation validation: The replication of simulator and on-
road tests to determine the extent to which measures
correspond across contexts.

Web Resources

The Handbook’s web site contains supplemental materials for
this chapter including two color figures:

Web Figure 5.1; Link flight simulator (left) and terrain map
(right) displayed at the Smithsonian Air and Space Museum in
Washington, D.C.. _

Web Figure 5.2: Link flight simulator comic showing simula-
tor sickness or vertigo circa 1942 displayed at the Canadian Air
Force Hall of Fame Museum in Wetaskiwin, Alberta.
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